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TÓM TẮT  

Phân đoạn hình ảnh y tế là một ứng dụng quan trọng trong lĩnh vực học sâu, đóng 

vai trò then chốt trong hỗ trợ chẩn đoán, điều trị và phân tích các bệnh lý trong y 

học. Trong nghiên cứu này, chúng tôi sẽ giới thiệu kiến trúc và so sánh hiệu năng 

của các mô hình họ U-Net bao gồm U-Net, Attention U-Net, U-Net++ và R2U-Net 

trong phân đoạn hình ảnh trên hai tập dữ liệu hình ảnh y tế: tổn thương da và X-

quang lồng ngực, dựa vào một số độ đo phổ biến như DSC và IoU. Kết quả cho thấy 

R2U-Net đạt hiệu năng phân đoạn tốt nhất trên cả hai tập dữ liệu (DSC > 0.91 trên 

tập ảnh tổn thương da và DSC > 0.98 trên tập ảnh X-quang lồng ngực) trong khi các 

mô hình còn lại phụ thuộc vào đặc điểm từng loại dữ liệu. Nghiên cứu cung cấp cơ 

sở cho việc lựa chọn các mô hình U-Net tối ưu phù hợp, thúc đẩy việc chẩn đoán 

hình ảnh chính xác hơn. Toàn bộ mã nguồn và thông tin về tập dữ liệu của nghiên 

cứu được công khai ở https://github.com/LeSyToan2003/Medical-Segmentation.git. 

Từ khóa: Phân đoạn hình ảnh y tế, Học sâu, U-Net, Các biến thể U-Net, Mạng nơ-

ron tích chập. 

 

1. MỞ ĐẦU 

 Bài toán phân đoạn hình ảnh được giới thiệu lần đầu tiên vào năm 2012 bởi D. 

Ciresan và các cộng sự [1], nhằm xác định các vùng đặc trưng trong hình ảnh. Trong 

nhiều năm trở lại đây, việc áp dụng học sâu vào phân đoạn hình ảnh đóng góp thành 

công lớn trong lĩnh vực y tế, điển hình với kiến trúc U-Net. Nhiều kiến trúc cải tiến từ 

mô hình U-Net như Attention U-Net, U-Net++, R2U-Net đã nâng cao hiệu năng phân 

đoạn trên nhiều tập dữ liệu về hình ảnh y tế [5-11]. Tuy nhiên, vẫn còn thiếu các nghiên 

cứu thực nghiệm trực tiếp so sánh hiệu quả giữa các biến thể U-Net trên nhiều dạng ảnh 

y tế khác nhau. Việc đánh giá định lượng toàn diện là cần thiết để hỗ trợ lựa chọn mô 

hình tối ưu cho từng loại hình ảnh có độ nhiễu và cấu trúc phức tạp. 

https://github.com/LeSyToan2003/Medical-Segmentation.git
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Mạng tích chập đầy đủ (Fully Convolutional Networks - FCN) từng là nền tảng 

cho các bài toán nhận dạng và phân đoạn hình ảnh [2-4], nhưng gặp thách thức về dữ 

liệu huấn luyện lớn và độ phức tạp tính toán trong quá trình xử lý [15]. Mô hình U-Net 

ra đời với mục đích giải quyết các thử thách đó, sử dụng dạng kiến trúc Mã hóa - Giải 

mã (Encoder - Decoder) kết hợp đường kết nối tắt (Skip Connection) [5]. Theo sự tiến 

hóa trong lĩnh vực học sâu, các biến thể được cải tiến từ U-Net chứng tỏ được tiềm năng 

phát triển của dạng mô hình này.  

 

Hình 1: Các mô hình họ U-Net 

Mục tiêu chính của bài nghiên cứu là giới thiệu kiến trúc và so sánh hiệu năng 

các mô hình họ U-Net trên hai tập dữ liệu ảnh y tế gồm tổn thương da và X-quang lồng 

ngực thông qua các độ đo đánh giá. Bằng cách đánh giá kết quả thực nghiệm của từng 

mô hình để cung cấp cơ sở trong việc lựa chọn kiến trúc phù hợp cho các bài toán phân 

đoạn hình ảnh y tế với độ nhiễu và cấu trúc phức tạp của hình ảnh. Trong nghiên cứu 

này, chúng tôi không áp dụng kỹ thuật tăng dữ liệu (augmentation), do dữ liệu đầu vào 

có tính đa dạng về hình thái và số lượng mẫu lớn, đảm bảo đại diện tốt cho các biến thể 

ảnh cần phân đoạn. 

 

2. PHƯƠNG PHÁP NGHIÊN CỨU 

2.1. Các kiến trúc mô hình 

2.1.1. Mô hình U-Net đầu tiên 

Vào năm 2015, Ronneberger và các cộng sự đã đề xuất kiến trúc U-Net và đã đạt 

được chiến thắng trong cuộc thi phân đoạn ảnh y tế ISBI Cell Tracking Challenge [5]. U-

Net gồm nhánh mã hóa (Encoder) và nhánh giải mã (Decoder) mỗi nhánh có bốn khối 

tích chập. Nhánh mã hóa sử dụng hai lớp tích chập và một lớp max-pooling để trích xuất 

thông tin thông qua giảm dần kích thước không gian và tăng chiều sâu đặc trưng. Nhánh 

giải mã với một lớp tích chập chuyển vị và hai lớp tích chập liên tiếp nhằm khôi phục 

lại kích thước không gian ảnh. Các đường kết nối tắt truyền thông tin từ nhánh mã hóa 

sang nhánh giải mã làm giảm mất mát đặc trưng chi tiết và cải thiện độ chính xác phân 
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đoạn. Lớp tích chập cuối giúp ánh xạ thông tin thành bản đồ phân đoạn cuối cùng 

(segmentation map). 

 

Hình 2. Kiến trúc mô hình U-Net [5], gồm nhánh mã hóa (Encoder) và nhánh giải mã 

(Decoder) 

2.1.2 Mô hình Attention U-Net và kiến trúc Cổng chú ý 

Được O. Oktay và các cộng sự đề xuất năm 2018 [6], Attention U-Net tích hợp 

kiến trúc Cổng chú ý (Attention Gate - AG) [12-14] vào các lớp kết nối của U-Net 

(Concatenation Layer). Thông qua kiến trúc AG, thông tin quan trọng được trích xuất 

và loại bỏ phần nhiễu trong đường kết nối tắt. Quá trình tính toán này được thực hiện 

trước khi đưa vào lớp kết nối nhằm chỉ kết hợp các thông tin có ý nghĩa. 

 

Hình 3: Kiến trúc Cổng chú ý (AG) [6] 
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Hình 4: Kiến trúc mô hình Attention U-Net [6], giữ lại kiến trúc U-Net và bổ sung thêm AG tại 

các đường kết nối tắt 

         Theo R. Azad và các cộng sự, AG giúp loại bỏ các thông tin không liên quan trong 

bản đồ đặc trưng, làm nổi bật các đặc trưng quan trọng, yếu tố cần thiết trong các bài 

toán phân đoạn hình ảnh [11]. Mặc dù AG tăng số lượng tham số và tốc độ xử lý nhưng 

lại giúp cải thiện độ chính xác phân đoạn [10, 11]. 

2.1.3. Mô hình U-Net++ và sự mở rộng các đường kết nối tắt 

         Nghiên cứu của X. Li và các cộng sự khẳng định vai trò của các đường kết nối tắt 

trong mô hình U-Net giúp cải thiện phân đoạn bằng cách bảo toàn thông tin giữa hai 

nhánh mã hóa và giải mã [7]. Tuy nhiên ở mô hình U-Net chưa tối ưu hóa việc kết hợp 

đặc trưng. Năm 2019 Zhou và các cộng sự đã giới thiệu mô hình U-Net++ với sự mở rộng 

các đường kết nối tắt [10]. Khác với mô hình U-Net khi mỗi khối giải mã được kết nối 

với một khối mã hóa tương ứng, ở kiến trúc U-Net++, chúng đi qua các khối tích chập 

dày đặc, số lượng khối này phụ thuộc vào độ sâu của vị trí.  

 

Hình 5: Kiến trúc mô hình U-Net++ [8], mở rộng các đường kết nối tắt qua các khối tích chập 

dày đặc với số khối phụ thuộc vào độ sâu mạng. 

Việc bổ sung thêm các khối trên đường kết nối, đồng thời tăng số lượng đường 

kết nối giữa chúng, tạo nên một mạng dày đặc các khối tích chập giúp kiến trúc U-Net++ 
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học được cách kết hợp đặc trưng tốt hơn, thay vì chỉ đơn giản kết nối trực tiếp chúng [8]. 

Nghiên cứu của R. Azad chỉ ra rằng việc mở rộng này đồng nghĩa việc đánh đổi độ phức 

tạp tính toán với việc trao đổi khả năng xử lý hiệu quả của mô hình, từ đó U-Net++ thích 

hợp với các bài toán phân đoạn hình ảnh phức tạp [11]. 

2.1.4. Mô hình R2U-Net và kiến trúc Khối phần dư 

Được đề xuất bởi M. Z. Alom và các cộng sự [9], Recurrent U-Net (RU-Net) và 

Recurrent Residual U-Net (R2U-Net) được cải tiến từ U-Net, với khả năng giải quyết 

hiệu quả các bài toán phân đoạn hình ảnh y tế, kết hợp cả hai đặc điểm của mạng nơ-

ron tích chập hồi tiếp (Recurrent Convolutional Neural Networks - RCNN) [3] và khối 

phần dư (Residual Block) [4] vào mô hình U-Net truyền thống. Các lớp tích chập ban 

đầu trở thành các lớp tích chập hồi tiếp (Recurrent Convolutional Layer - RCL), có khả 

năng liên kết các vùng ảnh với nhau nhờ cơ chế đặc biệt của nó, thay vì chỉ xử lý từng 

vùng ảnh nhỏ như kiến trúc ban đầu. 

 

Hình 6: Kiến trúc mô hình RU-Net [9] 

 

Hình 7: Các kiến trúc khối tích chập (a) Khối tích chập truyền thống (Convolutional Block) (b) Khối tích 

chập hồi tiếp (Recurrent Convolutional Block) (c) Khối tích chập phần dư (Residual Convolutional 

Block) (d) Khối tích chập hồi tiếp - phần dư (Recurrent Residual Convolutional Block) [9] 

Hình 7 mô tả các dạng kiến trúc phát triển từ khối tích chập ban đầu, bao gồm 

các sự kết hợp của hồi tiếp (recurrent) và phần dư (residual). Khối tích chập phần dư sử 
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dụng đường kết nối tắt để kết hợp thông tin đầu vào với đầu ra của các lớp tích chập, có 

khả năng làm giảm mất mát thông tin và hạn chế hiện tượng vanishing gradient [11]. 

Bảng 1 dưới đây thể hiện sự so sảnh giữa các mô hình họ U-net. 

Bảng 1. So sánh đặc điểm chính của các mô hình họ U-Net 

Mô hình Kiến trúc chính Ưu điểm chính Hạn chế 

U-Net Encoder–Decoder, 

Skip Connection đơn 

giản 

Dễ huấn luyện, 

hiệu quả với dữ 

liệu đơn giản 

Dễ mất thông tin ở 

tầng sâu, không xử 

lý tốt ảnh nhiễu 

Attention U-Net Thêm Attention Gate 

vào các skip 

connection 

Giảm nhiễu, làm 

nổi bật vùng quan 

trọng 

Tăng số tham số, có 

thể loại bỏ nhầm 

thông tin cần thiết 

U-Net++ Skip connection mở 

rộng, tích chập dày 

đặc 

Học đặc trưng sâu, 

hiệu quả với ảnh có 

cấu trúc phức tạp 

Phức tạp tính toán, 

dễ bị overfitting 

R2U-Net Recurrent + Residual 

blocks trong encoder–

decoder 

Học tốt ngữ cảnh 

sâu, giữ thông tin, 

giảm vanishing 

gradient 

Tốn tài nguyên, 

thời gian huấn 

luyện dài hơn 

2.2. Huấn luyện và đánh giá mô hình 

Hàm mất mát Binary Cross-Entropy được áp dụng với bài toán phân đoạn một 

đối tượng (phân lớp nhị phân), cụ thể việc tính toán ở công thức sau: 

𝐿𝐵𝐶𝐸 =  −
1

𝑛
∑((𝑦𝑖 . 𝑙𝑜𝑔(𝑦𝑖̂)) + (1 − 𝑦𝑖). 𝑙𝑜𝑔(1 − 𝑦𝑖̂)) (1) 

Trong đó, 𝑛 là số lượng mẫu, 𝑦𝑖 là giá trị thực và 𝑦𝑖̂ là giá trị dự đoán. 

Các độ đo phổ biến được sử dụng để đánh giá khả năng phân đoạn của mô hình 

được tính toán dựa trên các giá trị: TP (True Positive) là số lượng điểm ảnh lớp dương 

được dự đoán đúng, TN (True Negative) là số lượng điểm ảnh lớp âm được dự đoán 

đúng, FP (False Positive) là số lượng điểm ảnh lớp dương được dự đoán sai và FN (False 

Negative) là số lượng điểm ảnh lớp âm được dự đoán sai. Độ đo Dice Score (DSC) được 

sử dụng để đánh giá mức độ trùng khớp giữa mặt nạ thực tế (ground-truth mask) và 

mặt nạ dự đoán (prediction mask) trên tập kiểm thử (testset). Giá trị Dice Score càng tiến 

về 1, mô hình càng cho thấy khả năng phân đoạn hiệu quả: 

𝐷𝑖𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 +  𝐹𝑃 + 𝐹𝑁
 (2) 
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Ngoài Dice Score, việc đánh giá khả năng phân đoạn của mô hình trên tập kiểm 

thử được thực hiện dựa trên độ đo Intersection over Union (IoU): 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃 + 𝐹𝑁
 (3) 

Các độ đo phổ biến trong bài toán phân lớp cũng được sử dụng để đánh giá các 

mô hình, bao gồm Accuracy, Precision, Recall và F1-Score: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 + 𝐹𝑁
 (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 

3. KẾT QUẢ VÀ THẢO LUẬN 

3.1. Phân đoạn vùng tổn thương da 

 Chúng tôi sử dụng tập dữ liệu bao gồm 2594 hình ảnh về tổn thương da, được 

tổng hợp từ các loại ung thư da hoặc tổn thương da phổ biến (được chia theo tỷ lệ 85% 

cho tập huấn luyện và 15% cho tập kiểm thử) với kích thước 128x128x3, mô hình được 

huấn luyện với batch size 128, sử dụng optimizer Adam với learning_rate 1e-4. Kết quả so 

sánh thông qua các độ đo được thể hiện tại bảng 1 thông qua quá trình huấn luyện.  

 

Hình 8: Giá trị hàm mất mát (Loss) trong quá trình huấn luyện trên tập dữ liệu ảnh vùng tổn 

thương da: (a) trên tập huấn luyện, (b) trên tập thẩm định 
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Bảng 2. Tham số, thời gian huấn luyện và số epoch của các mô hình cho tập tổn thương da 

Mô hình Tham số huấn luyện Thời gian huấn luyện Epoch 

U-Net 2,158,705 5 phút 50 

Attention U-Net 2,185,917 5 phút 50 

U-Net++ 2,478,853 4 phút 50 

R2U-Net 6,373,201 8 phút 50 

Bảng 3. Mô tả kết quả phân đoạn trên tập kiểm thử ảnh vùng tổn thương da 

Mô hình Loss DSC IoU Accuracy Precision Recall F1-Score 

U-Net 0.1678 0.8659 0.835 0.9319 0.7537 0.9068 0.7911 

Attention U-Net 0.1199 0.9031 0.8773 0.9506 0.8791 0.8672 0.8494 

U-Net++ 0.1017 0.9145 0.8889 0.9583 0.8482 0.9066 0.8596 

R2U-Net 0.1027 0.9161 0.8911 0.9581 0.8702 0.9145 0.8746 

 

Hình 9: Một số kết quả phân đoạn vùng tổn thương da của các mô hình   

Các hình ảnh tổn thương da có đặc điểm phức tạp, nhiều yếu tố nhiễu do đa 

dạng về hình dạng cấu trúc và màu sắc, biên không đều gây khó phân biệt các vùng cần 

được phân đoạn. U-Net bị ảnh hưởng bởi nhiễu của dữ liệu do thiếu cơ chế tập trung và 

học ngữ cảnh sâu, mô hình dễ phân đoạn sai vùng da lành thành vùng tổn thương 

(Precision thấp nhất đạt 0.75). Attention U-Net có kết quả tốt hơn U-Net do loại bỏ phần 

thông tin nhiễu và giảm sự mất mát thông tin thông qua kiến trúc AG (Precision đạt 

0.87) nhưng bỏ sót một số chi tiết biên (Recall đạt 0.86). U-Net++ học chi tiết sâu hơn nhờ 

khối tích chập dày đặc, phù hợp với cấu trúc phức tạp nhưng nhiễu vẫn ảnh hưởng đến 
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mô hình (IoU đạt 0.88), nhưng nhiễu vẫn ảnh hưởng (Precision đạt 0.84). R2U-Net kết 

hợp cả hai khả năng hạn chế bỏ sót thông tin, giảm nhiễu thông qua Residual Block và 

học các chi tiết biên quan trọng nhờ Recurrent Convolutional Layer, từ đó hiệu năng 

phân đoạn của biến thể này vượt trội hơn (kết quả cao nhất IoU đạt 0.89 và DSC đạt 0.91) 

so với các mô hình còn lại, đặc biệt ở hai độ đo chuyên dụng để đánh giá khả năng phân 

đoạn là DSC và IoU.  

3.2. Phân đoạn vùng phổi 

Tập dữ liệu gồm 21165 hình ảnh X-quang lồng ngực, được tổng hợp từ 4 loại 

chính: ảnh của bệnh nhân nhiễm Covid-19, mắc bệnh viêm phổi, nhiễm mờ trắng phổi 

do các nguyên nhân khác và không mắc bệnh, (được chia theo tỷ lệ 90% cho tập huấn 

luyện và 10% cho tập kiểm thử) với kích thước 128x128x1, mô hình huấn luyện qua 50 

epoch, batchsize 128, sử dụng optimizer Adam với learning_rate 2e-4. Kết quả đánh giá 

hiệu năng của từng mô hình trên tập kiểm thử được thể hiện ở bảng 2.  

 

Hình 10: Giá trị hàm mất mát (Loss) trong quá trình huấn luyện trên tập dữ liệu ảnh X-quang 

lồng ngực: (a) trên tập huấn luyện, (b) trên tập thẩm định 

Bảng 4. Tham số, thời gian huấn luyện và số epoch của các mô hình cho tập X-quang lồng ngực 

Mô hình Tham số huấn luyện Thời gian huấn luyện Epoch 

U-Net 2,158,417 27 phút 50 

Attention U-Net 2,185,917 28 phút 50 

U-Net++ 2,478,853 27 phút 50 

R2U-Net 6,373,169 51 phút 50 
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Bảng 5. Mô tả kết quả phân đoạn trên tập kiểm thử ảnh X-quang lồng ngực 

Mô hình Loss DSC IoU Accuracy Precision Recall F1-Score 

U-Net 0.026 0.9801 0.9618 0.991 0.9819 0.9789 0.9801 

Attention U-Net 0.0284 0.9785 0.9589 0.9903 0.983 0.9747 0.9785 

U-Net++ 0.0343 0.9725 0.9478 0.9876 0.9783 0.9674 0.9725 

R2U-Net 0.0233 0.9825 0.9663 0.9921 0.9843 0.9814 0.9825 

Các đám mờ trên ảnh X-quang là yếu tố gây nhiễu thông tin đối với việc phân 

đoạn vùng phổi. Đặc biệt đối với với các bệnh nhân nặng, các đám mờ này nằm chồng 

lấp cấu trúc phổi gây khó khăn cho việc phân đoạn, nhưng hình ảnh lại có độ đồng nhất 

và tương phản cao hơn làm giảm độ phức tạp trong phân đoạn. Bảng 2 trình bày hiệu 

năng trên tập kiểm thử. R2U-Net đứng đầu với DSC đạt 0.98, IoU đạt 0.96 nhờ Recurrent 

Convolutional Layer và Residual Block học chi tiết sâu, giảm nhiễu và mất mát thông 

tin ngay cả khi có đám mờ. U-Net với IoU đạt 0.96, DSC đạt 0.98 kém hơn R2U do thiếu 

cơ chế học ngữ cảnh. Attention U-Net bị ảnh hưởng bởi đám mờ dày đặc, khi đó AG sẽ 

loại bỏ nhầm vùng phổi (Recall đạt 0.97). U-Net++ có hiệu năng thấp nhất (DSC đạt 0.97, 

IoU đạt 0.94) do khối tích chập dày đặc học không hiệu quả khi nhiễu che khuất cấu trúc 

vùng phổi  

Attention U-Net sử dụng Cổng chú ý để giảm nhiễu nhưng với đám mờ dày đặc, 

mô hình có thể loại bỏ nhầm một số vùng phổi khi phân đoạn. Ngoài ra, yếu tố nhiễu 

khá lớn sẽ ảnh hưởng đến khả năng học thông tin của các lớp tích chập dày đặc, dẫn đến 

hiệu năng phân đoạn của U-Net++ không được cải thiện đáng kể. R2U-Net hoạt động 

tốt nhất trên tập dữ liệu này nhờ sử dụng kiến trúc khối tích chập hồi tiếp - phần dư, 

giúp mô hình có khả năng học sâu hơn các chi tiết của hình ảnh và giữ được thông tin 

quan trọng ngay cả khi đám mờ che khuất vùng phổi. 
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Hình 11: Một số kết quả phân đoạn vùng phổi của các mô hình 

 

4. KẾT LUẬN 

Nghiên cứu đã phân tích tổng quan kiến trúc mô hình U-Net cùng với các biến thể 

Attention U-Net, U-Net++ và R2U-Net, cung cấp cơ sở khoa học về đặc điểm và cấu trúc 

của từng mô hình. Hiệu năng của các mô hình được đánh giá thông qua các độ đo Loss, 

Dice Score, IoU, Accuracy, Precision, Recall và F1-Score trên hai tập dữ liệu vùng tổn 

thương da và X-quang lồng ngực. Kết quả cho thấy hiệu suất của mỗi mô hình phụ thuộc 

đáng kể vào đặc trưng của tập dữ liệu, bao gồm độ phức tạp cấu trúc và mức độ nhiễu. 

Việc đánh giá trên hai tập dữ liệu khác nhau đã làm nổi bật sự khác biệt này, giúp xác định 

mô hình phù hợp cho từng bài toán phân đoạn. Trong tương lai, các kiến trúc Transformer-

base U-Net hoặc mô hình kết hợp nhiều biến thể sẽ được tích hợp để cải thiện độ chính 

xác phân đoạn trong điều kiện dữ liệu hạn chế. Nghiên cứu này tập trung vào phân tích 

định tính và so sánh trực quan hiệu năng giữa các mô hình. Các kiểm định thống kê như 

Wilcoxon hoặc Kruskal–Wallis không được áp dụng trong phạm vi hiện tại nhưng sẽ là 

hướng mở trong các nghiên cứu tiếp theo nhằm xác lập tính khác biệt có ý nghĩa thống kê. 
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ABSTRACT 

Medical image segmentation is a critical application in deep learning, playing a 

pivotal role in supporting diagnosis, treatment, and disease analysis in the 

healthcare domain. In this paper, we compare the performance of several U-Net 

family models, including U-Net, Attention U-Net, U-Net++, and R2U-Net on two 

medical imaging datasets: dermoscopic lesion images and chest X-ray images. The 

evaluation is based on standard metrics such as DSC and IoU. Results show that 

R2U-Net consistently delivers the highest segmentation accuracy (DSC > 0.91 on the 

dermoscopic lesion dataset and DSC > 0.98 on the chest X-ray dataset). At the same 

time, the relative performance of the other models varies depending on image 

characteristics. This study provides a foundation for selecting the most suitable U-

Net variant to enhance the accuracy of medical image diagnosis. All source code and 

dataset details are publicly available at https://github.com/LeSyToan2003/Medical-

Segmentation.git. 

Keywords: Medical Image Segmentation, Deep Learning, U-Net, U-Net Variants, 

Convolutional Neural Network (CNN). 
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