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TOM TAT

Phan doan hinh anh y t€ la mét itng dung quan trong trong linh viec hoc sau, dong
vai tro then ch6t trong hd tro chan doan, diéu tri va phan tich cdc bénh ly trong y
hoc. Trong nghién cttu nay, chung tdi sé gidi thiéu kién truc va so sanh hiéu nang
cua cac md hinh ho U-Net bao gom U-Net, Attention U-Net, U-Net++ va R2U-Net
trong phan doan hinh anh trén hai tap di liéu hinh anh y té: ton thuwong da va X-
quang I6ng nguc, dira vao mot s6 do do phd bién nhuw DSC va IoU. Két qua cho thay
R2U-Net dat hiéu ndng phan doan tSt nhat trén ca hai tap di liéu (DSC > 0.91 trén
tap anh ton thuong da va DSC > 0.98 trén tap anh X-quang l6ng nguc) trong khi cac
mo hinh con lai phu thudc vao dac diém ting loai dit liéu. Nghién cttu cung cap co
s6 cho viéc lya chon cdc md hinh U-Net t6i wu phu hop, thuc ddy viéc chdn doan
hinh anh chinh x4c hon. Toan b ma ngudn va thong tin vé tap dit liéu cua nghién

ctru duoc cong khai ¢ https://github.com/LeSyToan2003/Medical-Segmentation.git.

Tw khéa: Phan doan hinh anh y té, Hoc sau, U-Net, Cac bién thé U-Net, Mang no-

ron tich chap.

1. MO PAU

Bai toan phan doan hinh anh duoc giéi thiéu lan dau tién vao nam 2012 boi D.
Ciresan va cac cong s [1], nhim xé4c dinh cac vung ddc trung trong hinh anh. Trong
nhiéu nam tré lai day, viéc ap dung hoc sau vao phan doan hinh anh déng gdép thanh
cong 16n trong linh vuc y t€, dién hinh véi kién trac U-Net. Nhiéu kién truc cai tién ti
mo hinh U-Net nhu Attention U-Net, U-Net++, R2U-Net da nang cao hiéu nang phan
doan trén nhiéu tap d liéu vé hinh anh y t€ [5-11]. Tuy nhién, van con thiéu cac nghién
ctu thue nghiém truec ti€p so sanh hiéu qua gitra cac bién thé U-Net trén nhiéu dang anh
y t€ khac nhau. Viéc danh gia dinh luwgng toan dién la can thiét dé hd tro lwa chon mé
hinh t6i wu cho ting loai hinh anh c6 d6 nhiéu va ciu trac phtc tap.
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Mang tich chap day du (Fully Convolutional Networks - FCN) tirng la nén tang
cho cac bai toan nhan dang va phan doan hinh anh [2-4], nhung gap thach thic vé di
liéu huan luyén 16n va dd phtec tap tinh toan trong qua trinh x ly [15]. M6 hinh U-Net
ra doi voi muc dich giai quyét cac thir thach d6, st dung dang kién tric Ma hoa - Giai
ma (Encoder - Decoder) két hop duong két néi tat (Skip Connection) [5]. Theo su tién
hoéa trong linh viee hoc sau, cac bién thé duoc cai tién tir U-Net ching to dugc tiém nang
phét trién ctia dang mo hinh nay.

Attention U-Net U-Net++
?I aEEn I>I EEE I>?I sEEn I)é
U-Net R2U-Net

Hinh 1: Cac m6 hinh ho U-Net

Muc tiéu chinh ctia bai nghién ctru la gidi thiéu kién tric va so sanh hiéu nang
cac md hinh ho U-Net trén hai tdp dit liéu anh y t€ gom ton thuwong da va X-quang long
nguc thong qua cac d6 do danh gia. Bang cach danh gia két qua thuee nghiém ctia titng
mo hinh d€ cung cap co so trong viéc Iya chon kién tric phtt hop cho cac bai toan phan
doan hinh anh y t& véi d nhiéu va cau tric phtec tap ctia hinh anh. Trong nghién ctru
nay, ching t6i khong ap dung ky thuéat tang di liéu (augmentation), do dir liéu dau vao
o tinh da dang vé hinh thai va s0 luong mau 16n, dam bao dai dién tot cho cac bién thé
anh can phan doan.

2. PHUONG PHAP NGHIEN CUU
2.1. Cac kién tric mo6 hinh
2.1.1. M6 hinh U-Net dau tién

Vao nam 2015, Ronneberger va cac cong su da dé xuat kién tric U-Net va da dat
duoc chién thang trong cudc thi phan doan anh y t& ISBI Cell Tracking Challenge [5]. U-
Net gom nhanh ma héa (Encoder) va nhanh giai ma (Decoder) mdi nhanh c6 bon khai
tich chap. Nhanh ma hda st dung hai 16p tich chap va mot 16p max-pooling d€ trich xuat
thong tin thong qua giam dan kich thudc khong gian va tang chiéu sau ddc trung. Nhanh
giai ma véi mot 16p tich chap chuyén vi va hai 16p tich chap lién tiép nham khoi phuc
lai kich thudc khong gian anh. Cac duwong két ndi tat truyén thong tin tir nhdnh ma hoéa
sang nhanh giai ma lam giam mat mat ddc trung chi tiét va cai thién do chinh xac phan
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doan. Lop tich chap cudi giup anh xa thong tin thanh ban d6 phan doan cudi cung
(segmentation map).

input
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Hinh 2. Kién tric md hinh U-Net [5], gom nhanh ma héa (Encoder) va nhanh giai ma
(Decoder)

2.1.2 M6 hinh Attention U-Net va kién triic Cong cha y

Puoc O. Oktay va cac cong su dé xuat nam 2018 [6], Attention U-Net tich hgp
kién trac Cong chu y (Attention Gate - AG) [12-14] vao cac 16p két ndi cua U-Net
(Concatenation Layer). Théng qua kién tric AG, théng tin quan trong duoc trich xuat
va loai bé phan nhiéu trong duwong két ndi tat. Qua trinh tinh ton nay dwoc thuc hién
trude khi dua vao 16p két ndi nham chi két hop cac thong tin cé y nghia.

RelU (e ) Sigmoid (¢;) Resampler

(vt {1 o[ e
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Hinh 3: Kiéh tric Cong chti y (AG) [6]
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Hinh 4: Kién truc mo hinh Attention U-Net [6], gitt lai kién triic U-Net va bo sung thém AG tai
cac duong két ndi tat
Theo R. Azad va cdc cong sit, AG gitp loai bé cac thong tin khong lién quan trong
ban d6 dic trung, 1am ndi bat cac dédc trung quan trong, yéu td can thiét trong cac bai
toan phan doan hinh anh [11]. Méc du AG tang s6 lugng tham s6 va toc d6 xtt ly nhung
lai gitip cai thién d¢ chinh xac phan doan [10, 11].

2.1.3. M6 hinh U-Net++ va s mé rong cac duong két ndi tat

Nghién ctru ctia X. Li va cac cong si khang dinh vai tro ctia cac duong két ndi tat
trong md hinh U-Net gitip cai thién phan doan bang cach bao toan thong tin gitra hai
nhanh ma héa va giai ma [7]. Tuy nhién & m6 hinh U-Net chua t6i vu héa viéc két hop
ddc trung. Nam 2019 Zhou va cac cong syt da gioi thiéu mo hinh U-Net++ voi s mo rong
cac duong két néi tat [10]. Khac véi mo hinh U-Net khi mdi khéi giai ma duoc két ndi
véi mot khdi ma hda tuong tng, & kién tric U-Net++, ching di qua cac khoi tich chap
day ddc, s6 luong khoi nay phu thudc vao dd sau cuia vi tri.

Hinh 5: Kién tric md hinh U-Net++ [8], mé rdng cac duong két ndi tat qua cac khéi tich chap

day déc véi s6 khdi phu thudc vao dd sdu mang.

Viéc bd sung thém cac khoi trén duong két n6i, dong thoi tang sd luong duong
két noi gitta ching, tao nén mot mang day dac cac khdi tich chap giap kién tric U-Net++
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hoc duoc cach két hop déac trung tdt hon, thay vi chi don gian két ndi truc tiép ching [8].
Nghién ctru cia R. Azad chi ra rang viéc mé rong nay dong nghia viéc danh ddi do phiic
tap tinh toan véi viéc trao d6i kha nang xt ly hiéu qua ctia mo6 hinh, tir 6 U-Net++ thich
hop voi cac bai toan phan doan hinh anh phtc tap [11].

2.1.4. M6 hinh R2U-Net va kién trac Khoi phan dw

Puoc dé xuat boi M. Z. Alom va cac cdng su [9], Recurrent U-Net (RU-Net) va
Recurrent Residual U-Net (R2U-Net) dwoc cai tién tir U-Net, v6i kha nang giai quyét
hiéu qua cac bai toan phan doan hinh anh y té, két hop ca hai dédc diém ctia mang no-
ron tich chap hoi tiép (Recurrent Convolutional Neural Networks - RCNN) [3] va khoi
phéan du (Residual Block) [4] vao m6 hinh U-Net truyén thdng. Cac 16p tich chap ban
dau tré thanh cac 16p tich chéap hoi tiép (Recurrent Convolutional Layer - RCL), ¢ kha
nang lién két cac vung anh véi nhau nho co ché€ dic biét cua nod, thay vi chi xtt ly ting
vung anh nhé nhu kién tric ban dau.

Qutput

Input Image or tile
Segmentation map

Legend
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Hinh 6: Kién triic mo6 hinh RU-Net [9]
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Hinh 7: Cac kién tric khoi tich chap (a) Khai tich chap truyén théng (Convolutional Block) (b) Khéi tich
chap hoi tiép (Recurrent Convolutional Block) (c) Khdi tich chap phan du (Residual Convolutional
Block) (d) Khéi tich chap hdi tiép - phan dw (Recurrent Residual Convolutional Block) [9]

Hinh 7 mo6 ta cac dang kién truc phat trién tte khdi tich chap ban dau, bao gom
cac su két hop cta hoi tiép (recurrent) va phan du (residual). Khoi tich chap phan du st
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dung duong két ndi tat d€ két hop thong tin dau vao véi dau ra ctia cac 16p tich chap, c6
kha nang lam giam mat mat thong tin va han ché€ hién tuong vanishing gradient [11].

Bang 1 dudi day thé hién su so sanh gitta cic m6 hinh ho U-net.

Bang 1. So sanh ddc diém chinh ctia cic mo6 hinh ho U-Net

M6 hinh Kién trac chinh Uu diém chinh Han ché
U-Net Encoder-Decoder, Dé huin luyén, Dé mat thong tin o

Attention U-Net

Skip Connection don
gian

Thém Attention Gate
vao

cac skip

connection

hiéu qua voi dix
liéu don gian
Giam nhiéu, lam
ndi bat vung quan
trong

tang sau, khong xt
ly t6t anh nhiéu
Tang s6 tham s6, cd
thé loai b6 nham
thong tin can thiét

U-Net++ Skip connection m¢ Hoc ddc trung sau, Phttc tap tinh toan,
rong, tich chap day hiéu qua véianhcé dé bj overfitting
dac cau truc phtc tap

R2U-Net Recurrent + Residual Hoc t6t ngit canh Ton tai nguyén,
blocks trong encoder— sau, gitt thong tin, thoi gian huan
decoder giam vanishing luyén dai hon

gradient

2.2. Hun luyén va danh gia mé hinh

Ham mat mat Binary Cross-Entropy duoc 4p dung véi bai toan phan doan mot

ddi twong (phan 16p nhi phan), cu thé viéc tinh toan ¢ cong thirc sau:

1 . .
Loce = = ) (0 log3)) + (1 = ¥).log(1 = )

(1)

Trong do, n 1a s6 luong mau, y; la gid tri thuc va y, la gia tri du doan.

Céc do do pho bién dwoc st dung dé danh gia kha niang phan doan ctia mé hinh
dugc tinh toan dua trén cac gia tri: TP (True Positive) la s6 luong diém anh 16p duong
duoc du doan dung, TN (True Negative) la s6 luong diém anh 16p am duwoc du doan
dung, FP (False Positive) la s0 luong diém anh 16p duong duoc du doan sai va FN (False
Negative) la s0 lwong diém anh 16p am duoc du doan sai. P do Dice Score (DSC) duoc
stt dung dé danh gia mac do trung khop gitta mdt na thuee t€ (ground-truth mask) va
mdt na du doan (prediction mask) trén tap kiém thu (testset). Gia tri Dice Score cang tién
vé 1, mo hinh cang cho thdy kha nang phan doan hiéu qua:

2TP
2TP + FP+FN

Dice Score =

()
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Ngoai Dice Score, viéc danh gia kha nang phan doan ctia mé hinh trén tap kiém
thir dwoc thiee hién dya trén d6 do Intersection over Union (IoU):
TP
TP + FP+FN (3)

IoU

Cac d¢ do pho bién trong bai toan phan 16p ciing dwgc st dung dé€ danh gia cac
mo hinh, bao gébm Accuracy, Precision, Recall va F1-Score:

2 B TP + TN
CUraY =Tp ¥ TN + FP + FN (4)
- TP (5)

Precision = TP + FP
TP (6)

Recall = TP +FN
2. Precision. Recall (7)
F1—Score =

Precision + Recall

3. KET QUA VA THAO LUAN
3.1. Phan doan vung ton thuwong da

Chung t6i st dung tap dit liéu bao gom 2594 hinh anh vé ton thuong da, duoc
tong hop tir cac loai ung thw da hodc ton thuwong da pho bién (dwgc chia theo ty 1€ 85%
cho tap huan luyén va 15% cho tap kiém thwt) véi kich thude 128x128x3, md hinh duoc
huén luyén v6i batch size 128, sit dung optimizer Adam vo6i learning_rate 1e-4. Két qua so
sanh théng qua cac d¢ do dwoc thé hién tai bang 1 thong qua qua trinh huén luyén.

Gia tri Loss trén tap di¥ liéu anh vuing tén thuong da
0.7 0.7

= U-Net = U-Net
0.6 - Attention U-Net di6d - Attention U-Net
\ = U-Net++ = U-Net++
0.5 = R2U-Net = R2U-Net

0 10 20 30 40 50 0 10 20 30 40 50
epoch epoch
(a) (b)

Hinh 8: Gia tri ham mat mat (Loss) trong qua trinh huén luyén trén tap di liéu anh vung ton

thuong da: (a) trén tap huan luyén, (b) trén tap tham dinh
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Bdng 2. Tham s6, thoi gian hudn luyén va s6 epoch cta cdc mo hinh cho tap ton thuong da

M6 hinh Tham s6 huin luyén Thoi gian huin luyén Epoch
U-Net 2,158,705 5 phut 50
Attention U-Net 2,185,917 5 phat 50
U-Net++ 2,478,853 4 phat 50
R2U-Net 6,373,201 8 phut 50

Bang 3. M6 ta két qua phan doan trén tap kiém thir anh vung ton thuwong da

Mo hinh Loss DSC  IoU Accuracy  Precision  Recall ~ F1-Score

U-Net 0.1678 0.8659 0.835  0.9319 0.7537 0.9068 0.7911
Attention U-Net  0.1199 0.9031 0.8773 0.9506 0.8791 0.8672 0.8494

U-Net++ 0.1017 0.9145 0.8889 0.9583 0.8482 0.9066 0.8596
R2U-Net 0.1027 0.9161 0.8911 0.9581 0.8702 0.9145 0.8746
Image Ground-truth U-Net Attention U-Net U-Net++ R2U-Net

¥

&

Hinh 9: Mot sO két qua phan doan vung ton thwong da ctia cac mo6 hinh

C4c hinh anh t6n thuong da cé ddc diém phtic tap, nhiéu yéu t8 nhiéu do da
dang vé hinh dang cau triic va mau sic, bién khong déu gay khé phan biét cac ving can
dugc phan doan. U-Net bi anh hwong boi nhiéu ctia dir liéu do thiéu co ché tap trung va
hoc ngtt canh sdu, mo6 hinh dé phan doan sai viing da lanh thanh vung tdn thuong
(Precision thap nhat dat 0.75). Attention U-Net c6 két qua t6t hon U-Net do loai bo phan
thong tin nhiéu va giam sy mat mat thong tin thong qua kién tric AG (Precision dat
0.87) nhung bo sét mot s6 chi tiét bién (Recall dat 0.86). U-Net++hoc chi tiét sdu hon nho
khéi tich chap day dac, pht hop véi cdu triic phtic tap nhung nhiéu van anh hudng dén
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mo hinh (IoU dat 0.88), nhung nhiéu van anh huéng (Precision dat 0.84). R2U-Net két
hop ca hai kha nang han ché bo sét thong tin, gidm nhiéu thong qua Residual Block va
hoc cac chi tiét bién quan trong nho Recurrent Convolutional Layer, tir d6 hiéu néng
phéan doan ctia bién thé nay vuot troi hon (két qua cao nhét IoU dat 0.89 va DSC dat 0.91)
s0 voi cac md hinh con lai, ddc biét ¢ hai d¢ do chuyén dung dé danh gia kha nang phan
doan la DSC va IoU.

3.2. Phan doan viung phoi

Tap di liéu gobm 21165 hinh anh X-quang long nguc, duoc tong hop tir 4 loai
chinh: anh ctia bénh nhan nhiém Covid-19, mac bénh viém phdi, nhiém mo trang phdi
do cac nguyén nhan khac va khong méc bénh, (duoc chia theo ty 1é 90% cho tap hudn
luyén va 10% cho tap kiém thtr) v6i kich thwdc 128x128x1, m6 hinh huédn luyén qua 50
epoch, batchsize 128, sit dung optimizer Adam v6i learning_rate 2e-4. Két qua danh gia
hiéu nadng cta timg mo hinh trén tap kiém thtr duoc thé hién ¢ bang 2.

Gia tri Loss trén tap dit liéu anh X-quang 16ng nguc

0.16
0.16 1 = U-Net —  U-Net
Attention U-Net 0.14 1 ~ Attention U-Net
918 = U-Net++ = U-Net++
0121 | = R2U-Net 0.121 \ = R2U-Net
» 010
"
2 0.08
0.06
0.04
0.02

0 10 20 30 40 50 0 10 20 30 40 50
epoch epoch
(@) (b)

Hinh 10: Gia tri ham mat mat (Loss) trong qua trinh huén luyén trén tap di liéu anh X-quang

I6ng nguc: (a) trén tap hudn luyén, (b) trén tap thdm dinh

Bdng 4. Tham s, thoi gian hudn luyén va s6 epoch ctia cdc md hinh cho tap X-quang 16ng nguc

M6 hinh Tham s6 hudn luyén Thoi gian huin luyén Epoch
U-Net 2,158,417 27 phit 50
Attention U-Net 2,185,917 28 phut 50
U-Net++ 2,478,853 27 phut 50
R2U-Net 6,373,169 51 phut 50
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Bdng 5. M6 ta két qua phan doan trén tap kiém thtr anh X-quang 16ng nguc

Mo hinh Loss DSC  IoU Accuracy  Precision Recall ~ F1-Score

U-Net 0.026 09801 0.9618 0.991 0.9819 0.9789 0.9801
Attention U-Net  0.0284 0.9785 0.9589 0.9903 0.983 0.9747 0.9785
U-Net++ 0.0343 0.9725 0.9478 0.9876 0.9783 0.9674 0.9725
R2U-Net 0.0233 0.9825 0.9663 0.9921 0.9843 0.9814 0.9825

Cac ddm mo trén anh X-quang 1a yéu t& gy nhiéu thong tin ddi véi viéc phan
doan viing phéi. Déc biét ddi véi véi cac bénh nhan ning, cic ddm mo nay nam chong
1ap cdu truc phoi gay khé khan cho viéc phan doan, nhung hinh anh lai ¢6 d¢ dong nhat
va tuong phan cao hon lam giam d¢ phtc tap trong phan doan. Bang 2 trinh bay hiéu
nang trén tap kiém thir. R2U-Net dung dau v6i DSC dat 0.98, IoU dat 0.96 nho Recurrent
Convolutional Layer va Residual Block hoc chi tiét su, giam nhiéu va mat mét thong
tin ngay ca khi c6 dam mo. U-Net véi IoU dat 0.96, DSC dat 0.98 kém hon R2U do thiéu
co ché& hoc ngir canh. Attention U-Net bi anh hwong bdi ddm mo day déc, khi d6 AG sé
loai bo nham vung phoi (Recall dat 0.97). U-Net++ c6 hiéu nang thap nhat (DSC dat 0.97,
IoU dat 0.94) do khi tich chap day ddc hoc khong hiéu qua khi nhiéu che khuét cdu tric
vung phoi

Attention U-Net stt dung Cong chti y d€ giam nhiéu nhung véi ddm mo day dic,
md hinh ¢4 thé loai bd nham mot s8 ving phdi khi phan doan. Ngoai ra, yéu t6 nhiéu
kha 16n sé anh huéng dén kha nang hoc thong tin ctia cac 16p tich chap day dac, dan dén
hiéu ndng phan doan cta U-Net++ khong duoc cai thién dang ké. R2U-Net hoat dong
tot nhat trén tap di liéu nay nho st dung kién trtc khoi tich chap hoi tiép - phan du,
gitp md hinh c6 kha nang hoc sau hon cac chi tiét cta hinh anh va gitt duwoc thong tin
quan trong ngay ca khi dam mo che khuat ving phoi.
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Hinh 11: Mot s6 két qua phan doan vung phéi ctia cac mé hinh

4. KET LUAN

Nghién cttu da phan tich tong quan kién tric mo hinh U-Net cing véi cac bién thé
Attention U-Net, U-Net++ va R2U-Net, cung cdp co sd khoa hoc vé dac diém va cdu trac
cta tttng mo hinh. Hiéu nang ctia cdc mo6 hinh duoc danh gia thong qua cac do do Loss,
Dice Score, IoU, Accuracy, Precision, Recall va F1-Score trén hai tap dit liéu vung ton
thirong da va X-quang Iong nguec. Két qua cho thay hiéu suét cia mbi mo hinh phu thude
dang ké vao ddc trung cua tap dit liéu, bao gom dd phtic tap cau triic va mize d6 nhiéu.
Viéc danh gia trén hai tap dit liéu khac nhau da lam ndi bat sw khac biét nay, giap xac dinh
mo6 hinh phtt hop cho tiing bai todn phan doan. Trong twong lai, cac kién tric Transformer-
base U-Net hodc mo hinh két hop nhiéu bién thé sé dwgc tich hgp dé cai thién d¢ chinh
xac phan doan trong diéu kién dix liéu han ché. Nghién cttu nay tap trung vao phan tich
dinh tinh va so sanh truc quan hiéu nang gitta cac mo hinh. Cac kiém dinh théng ké nhu
Wilcoxon hoac Kruskal-Wallis khong dugc 4p dung trong pham vi hién tai nhung s€ la
huéng mé trong cac nghién ctru tiép theo nham xac 1ap tinh khac biét cd y nghia thong ké.

LOI CAM ON

Nghién cttu nay duoc tai trg boi Chuong trinh hoc béng dao tao thac si, tién si
trong nudc cua Quy Doi madi sang tao Vingroup (VINIF), ma s6 VINIF.2024.ThS.36.
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PERFORMANCE EVALUATION OF U-NET FAMILY MODELS
IN MEDICAL IMAGE SEGMENTATION

Vo Van Thanh", Le Sy Toan?
1Faculty of Information Technology, University of Science, Hue University
2K45F, Faculty of Information Technology, University of Science, Hue University
*Email: vvthanh@husc.edu.vn
ABSTRACT

Medical image segmentation is a critical application in deep learning, playing a
pivotal role in supporting diagnosis, treatment, and disease analysis in the
healthcare domain. In this paper, we compare the performance of several U-Net
family models, including U-Net, Attention U-Net, U-Net++, and R2U-Net on two
medical imaging datasets: dermoscopic lesion images and chest X-ray images. The
evaluation is based on standard metrics such as DSC and IoU. Results show that
R2U-Net consistently delivers the highest segmentation accuracy (DSC > 0.91 on the
dermoscopic lesion dataset and DSC > 0.98 on the chest X-ray dataset). At the same
time, the relative performance of the other models varies depending on image
characteristics. This study provides a foundation for selecting the most suitable U-
Net variant to enhance the accuracy of medical image diagnosis. All source code and
dataset details are publicly available at https://github.com/LeSyToan2003/Medical-

Segmentation.git.

Keywords: Medical Image Segmentation, Deep Learning, U-Net, U-Net Variants,
Convolutional Neural Network (CNN).
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