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TOM TAT

Hién nay, cdc m6 hinh mang no-ron tich chap CNN (Convolutional Neural
Network - CNN) duoc 4p dung rdng rai trong viéc phat hién cac d6i tuong trong
linh vuee thi gidc mdy tinh. Mot trong nhitng bai toan phat hién ddi twgng hién nay
d6 la viéc nhan dang bién s6 xe dong vai tro v6 cling quan trong trong viéc quan ly
va kiém soat giao thong thong minh. Mac du bai toan nhan dién bién s6 xe la mot
bai toan khong con moi, da duoc phat trién dya trén cac phwong phap xt ly anh
truyén thong va ca nhiing ky thuat maéi st dung hoc sau (deep learning), tuy nhién
viéc can béng gitra toc d0 nhan dang hinh anh va d6 chinh x4c theo thoi gian thuc
1a mot thach thirc d6i v6i cac hé thong gidm sat giao thong. Trong bai bdo nay, cac
ky thuat hoc sau da duoc ap dung, ddc biét la cac mo6 hinh phat hién phuong tién
giao thong cho bai toan phat hién bién s6 xe dua trén md hinh xac dinh d6i tuong
thoi gian thyee YOLOVS.

Tw khéa: CNN, Thi giac may tinh, YOLO, phat hién d6i tuong.

1. MO PAU

Trong nhitng ndm gan day, linh vyce thi giac may tinh (Computer Vision) da
chiing kién nhiing tién by dang ké, ddc biét la trong viéc ap dung cac mo hinh mang
no-ron tich chap (Convolutional Neural Network - CNN) d€ phat hién cic doi tuong
(object detection). Phét hién d6i twong déng vai tro quan trong trong thi giac mdy tinh.
Phét hién d6i twong 1a qué trinh két hop gitta viéc phan loai va xac dinh vi tri cua cac
ddi tuwong trong anh. Cac thuat toan phat hién d6i tugng dugc ting dung rong rai trong
nhiéu linh vuc dac biét trong viéc quan ly giao thong thong minh. Mot trong nhiing bai
toan quan trong cua hé thong giao thong thong minh 1a nhan dang bién s6 xe mot cach
chinh xac va hiéu qua trong thoi gian thue (Loce et al., 2023) [1]. C6 nhiéu nghién cttu
trén vé viéc phat hién phuong tién giao thong dua trén cac mo hinh CNN (Bautista et
al., 2016 [2]; Hsu et al., 2018 [3]; Nguyen, 2019 [4]). Mac du m6 hinh CNN c6 thé phat
hién d6i tuwong va dat hiéu sudt tot nhung han ché trong van dé xu ly thoi gian thuc
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(Bautista et al., 2016) [5]. M0 hinh Faster R-CNN (Ren et al., 2015) [6] la mét trong
nhitng m6 hinh da cai thién duoc van dé trén. Vi vay, Phuong et al. (2021) [7] 4p dung
mo hinh Faster-RCNN d€ phat hién d6i twong phuong tién giao thong.

Hién nay, viéc nhan dang bién s6 xe déng vai tro v0 cung quan trong trong viéc quan
ly va kiém soat giao thong thong minh. Pay la bai toan duoc ing dung rong rai trong
cudc sdng thuwong ngay nhu cac hé thong thu phi duwong b, bai dd xe thong minh [13].
Viéc nhan dang bién s6 xe tu dong thong qua cong nghé nhan dang hinh anh va xw ly
da thu hat duoc nhiéu sy quan tam ctia cac nha nghién cttu va t6 chtee lién quan. Méc
du bai toan nhan dién bién s6 xe la mot bai toan khong con mdi, da dwoc phat trién
dua trén cac phuong phép xt ly anh truyén théng va ca nhitng ky thuat moi st dung
hoc sau (deep learning) tuy nhién viéc nhan dién bién s6 xe van con 1a mot thach thie
ddi voi cac hé thong gidm séat giao thong. Nhitng thach thirc hién tai d6i véi viéc nhan
dang bién s6 xe d6 1a trong diéu kién moi treong khac nhau nhw nhu thay do6i vé anh
sang, goc nhin, d mo, kich thudc hay phong chit bién s6 xe thi cac mo hinh hién tai
nhut CNN chuwa dat dweoc do chinh xdc cao. Viéc xt ly va phan tich dit liéu ttr cac hinh
anh chtra bién s xe theo thoi gian thuc doi hoi duoc tdi wu hoa d€ dat duwoc do chinh
xac va tin cay cao.

Trong bai bao nay, chiing tdi trinh bay kién thiic nén tang vé phat hién doi
twong, cac thudt toan phat hién déi twong va cac ho mo hinh YOLO duoc trinh bay &
phén 2. N6i dung phan 3 minh hoa va danh gid bai todn phat hién bién s xe dua trén
mo hinh xdc dinh d6i twong thoi gian thwe YOLOv8. Cudi cung la phéan két luan va
hudng phat trién cua bai bao.

2. PHAT HIEN POI TUONG

Phét hién déi twong (Object Detection) la mot cdng nghé mady tinh lién quan
dén thi gidc may tinh (Computer Vision) va xt Iy hinh anh (Image Processing) nham
phat hién d6i twong nglt nghia ctia mot 16p nhat dinh trong hinh anh va video ky thuat
s0 [8]. Cac md hinh phat hién d6i twong thuong dwoc huan luyén d€ phat hién sy hién
dién cua cac ddi twong cu thé trong hinh anh, video hoac hoat dong thoi gian thuc
(real-time). Phat hién d6i twgng dwgc coi la mot trong nhiing linh vuec quan trong nhat
trong phat trién ctia hoc sau (Deep Learning) va xt ly hinh anh.

2.1 Cac thuét toan phat hién déi tugng

Cac thuat toan phat hién d6i tuwong dwogc chia lam hai loai: hg cdc moé hinh
mang no -ron tich chap theo ving R-CNN ( Region-Based Convolutional Neural
Networks) d€ giai quyét cac bai toan vé dinh vi va nhan dién d6i twong va ho cac mo
hinh vé YOLO (You Only Look Once) dung dé nhan dang d6i tuong dugc thiét ké theo
thoi gian thyec.
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2.1.1 M6 hinh mang no -ron tich chap theo viing R-CNN

M6 hinh mang no -ron tich chap theo ving R-CNN la mot cai tién méi trong ki
thuat phat hién d6i twong tir HOG va SIFT (Scale-invariant feature transform). Trong
cac moO hinh R-CNN thuong trich xudt cac ddc trung can thiét nhat cua doi tuong
(~2000 dac trung) bf?mg cach st dung giai thuat chon loc (selective search). Qud trinh
lwa chon cac dic trung quan trong nhat cd thé dugc tinh toan véi su tro gitp cua thuat
toan tim kiém chon loc. M6 hinh Fast R-CNN va Faster R-CNN la ho cdc mo hinh R -
CNN da dwoc phat trién d€ giai quyét van dé tdc do mo hinh va x ly cac nhuoc diém
cua R-CNN. Trong khi mé hinh R-CNN va Fast R-CNN st dung thuéat toan tim kiém
chon lgc dé€ tinh toan cac dé xuat vung, thi phuong phép Faster R-CNN sé thay thé
phuong phap hién c6 nay bang mot mang dé xudt cac vung dic trung (Region
Proposal Network — RPN).

2.1.2 Ho cac m6 hinh YOLO

Ho cac mo hinh vé YOLO (You Only Look Once) dung dé nhan dang d6i tuong
duoc thiét k&€ theo thoi gian thyc. Yolo la mdt mdé hinh mang tich chdp CNN
(Convolutional Neural Network) cho viéc phat hién, nhan dang, phéan loai d6i tuwong.
Loat m6 hinh YOLO da trd nén noi tiéng trong linh vuc thi gidc mdy tinh nhitng nam
gan day. YOLO da duoc cong dong thi giac may tinh phat trién khong ngting ké tir [an
ra mat dau tién vao nadm 2015 boi Joseph Redmond [9]. Trong nhiing ngay dau (phién
ban 1-4), YOLO duoc duy tri bang ma C do Redmond viét c6 tén 1a Darknet. Phién ban
YOLOVS5 sau khi dugc Ultralytics ra mat ¢a nhanh chéng duoc st dung rong rai nho
cdu truc linh hoat cua né. Trong hai ndm qua, nhiéu md hinh da phan nhanh tw
YOLOVS5, bao gom Scaled-YOLOv4, YOLOR va YOLOv7. Cac mo hinh khac da xuat
hién tir nhitng phién ban ban dau chang han nhi YOLOX va YOLOv6. Pong thoi, mbi
md hinh YOLO da mang dén cac ky thuat méi dé tiép tuc nang cao d¢ chinh xac va
hiéu qua ctia md hinh. Trong bai bao nay chiung t6i sit dung YOLOVS, day la phién ban
YOLO méi nhat hién nay duoc str dung dé€ giai quyét bai toan nhan dang bién s6 xe &
Viét Nam.

2.2 M6 hinh YOLOvVS

YOLOvV8 la m¢t md hinh nhan dang d6i twgng dya trén mang no -ron tich chap
(CNN) dwoc phat trién boi Joseph Redmon va nhém nghién ctru ctia 6ng tai Pai hoc
Washington. YOLOVS 1a phién ban nang cap cia YOLOvV?, véi kha nang nhan dién doi
twong nhanh hon va chinh xdc hon so v6i cdc m6 hinh YOLO trudc d6 dwgc mo ta o
hinh [1]. Nhw ching ta c6 thé thdy tir biéu d6 tht 1 & hinh 1, YOLOVS ¢6 nhiéu tham s&
hon so vdi cac phién ban tién nhiém nhu YOLOv5. YOLOv8 cung cap khoang 33%
mAP (Mean Average Precision ) nhiéu hon so véi cac md hinh YOLO khac véi cung
kich thudc n, trong d6 mAP la tiéu chi do lwong nhan dang d6i twong cua cac mo hinh.
Tl biéu d6 thit hai ¢ hinh 1, chiing ta c6 thé thdy YOLOVS c6 thoi gian suy luan nhanh
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hon so véi tat ca cac phién ban YOLO khac. Trong YOLOVS, ta ¢ cac kich thuwdc md

hinh khac nhau nhu yolov8- n — nano, s — small, m — medium, 1 - large va x — extra

large. Diéu nay dugc dat dugc thdong qua mot so cai tién cia YOLOVS bao gom mang

kim tu thap dac trung, cdc mo-dun khong gian va cac ky thuat tang ceong dit liéu tién

tién. M6 hinh YOLOv8 st dung mot mang no-ron kién tric darknet-53 dé€ trich xuat

dac trung cua hinh anh va ap dung thuat toan nhan dang ddi twong YOLOVS trén cac

dac tinh d6. Cac déc tinh quan trong cia YOLOVS bao gom:

B0 sung cac kénh phan tan d€ tang toc d6 tinh toan cho mo6 hinh YOLOVS.

Str dung ky thuat Attention d€ cai thién kha ndng nhan dang d6i tuong cua md
hinh.

Ap dung phurong phép huan luyén méi dé ting tdc d6 hoi tu.

Str dung kién tric mang no-ron méi: Str dung kién tric YOLOv4 lam co so dé€ tang
hiéu suat va do chinh xac ctia mod hinh.

Tich hop co ché tu dong diéu chinh ty 1é tang kich thudc ctia hinh anh dau vao
(AutoScale).

HO tro giam sat bang video (Video Supervision): M6 hinh ¢ kha ning phat hién
va giam sat vat thé trong cac video va dua ra du doan lién tuc trén toan b video.

Tich hop cong nghé Ensemble.

Tinh nang diéu chinh ty 1& tw dong (AutoAnchor): Cai thién viéc phat hién d6i
twong voi nhiéu ty 1é khac nhau.

55 55
50 4 50 |
33451 7%
g <
£ 40 1 E 40 1
o o}
Q Q
O 354 —— YOLOv8 Q 354 —e— YOLOv8
© Small YoLOw? © Fast YoLOVT
30 4& YOLOVE-2.0 30 ‘& YOLOVS-2.0
YOLOV5-7.0 YOLOV5-7.0
0 20 40 60 80 1.0 1.5 2.0 2.5 3.0 3.5
Parameters (M) Latency A100 TensorRT FP16 (ms/img)

Hinh 1. So sanh do chinh xé&c va hiéu suét ctia cadc mé hinh YOLO [10]

2.3. Cac budc huan luyén mé hinh YOLOvS

2.3.1 Chuan bi d liéu huan luyén

Dé huan luyén md hinh YOLOVS, ta can c6 tap di liéu hinh anh dwoc gén nhan

va cha thich d6i twong tuwong ting. Viéc gan nhan vao dit liéu cho biét vi tri va loai cua
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cac d6i tuwong trong anh. Cac cha thich bao gom nhan 16p d6i tuong (class) va toa dd
cua hop gidi han (bounding box) ctia né trong anh. Dit liéu nay dwoc st dung dé€ dao
tao md hinh phat hién chinh xac cac d6i twong trong hinh anh méi.

2.3.2 Qua trinh huén luyén

Pau tién, viéc cai dat tham sO rat quan trong trong qua trinh hudn luyén boi vi
quyét dinh hiéu suat va d¢ chinh xac cia mé hinh. Tham s6 1a cac bién anh hwong dén
cdch md hinh hoc va khéi quat héa cac mau trong dit liéu. Cac tham sd nay cé thé cé
tac dong dang ké dén hiéu sudt, o chinh xac va thoi gian huan luyén cia m6 hinh:

- Batch size: 1a mét trong nhitng tham s6 xac dinh s6 luong d@ liéu huédn luyén duoc
stt dung trong mot [an 13p lai thuét toan. Viéc lya chon batch size phu thudc vao
kich thwdc cua tap dit liéu, do phitc tap cia mo hinh va tai nguyén may tinh.

- Learning rate: la mét tham s6 xac dinh kich thudc weight (gia tri) ma tai d6 cac
tham s6 ctia md hinh duoc cap nhat trong qua trinh dao tao. Learning rate 16n cé
nghia la cdc tham sd ctia mo6 hinh duoc cap nhat nhanh hon, diéu nay c6 thé dan
dén viéc hoc nhanh hon nhung diéu d6 cé thé dan dén van dé vuegt qua céc gia tri
t0i wu. Learning rate nho c6 nghia la cac tham s cia mo6 hinh dwoc cdp nhét than
trong hon, diéu nay c6 thé lam cham qua trinh hoc nhung c6 thé dan dén d6 on
dinh va d0 chinh xac dwoc cai thién.

- Epochs cai thién d6 chinh x4c ctia md hinh bang cach diéu chinh gia trj trén toan
b tap di liéu nhiéu lan.
2.3.3. banh Gia M6 Hinh

Sau khi thiét 14p tham s& thi viéc dao tao hoan toan dwgc may tinh xt ly, tuy
nhién ta can danh gid mo hinh sau khi hoan thanh la mét budc quan trong dé kiém tra
hiéu sudt cia mo hinh véi nhing tép dir liéu moi. Mot s6 chi s6 duoc stv dung dé€ danh
gia hiéu sudt cua moé hinh nhu: d¢ chinh xac (accuracy), d¢ chuan xac (Precision), kha
nang thu hoi (recall), F1 Score: la mot chi s6 gitta d¢ chinh xac va kha nang thu hoi,
cung cAp sw can bang gitta hai s6 liéu d6 chinh x4c va kha nang thu hoi.

Nhin chung, danh gid mo6 hinh la mét budc quan trong trong hoc mdy gitup
ching ta hiéu hiéu sudt cia mot mo hinh va xdc dinh cac diém can cai thién. B.%mg cach
hiéu dwoc diém manh va diém yéu ctia mot mo hinh, ching ta c6 thé cai thién bang
cach lap di lap lai d€ dat duoc két qua tot hon.

3. MO HINH BAI TOAN NHAN DANG BIEN SO XE
3.1 Phat biéu bai toan

MO0 hinh bai toan nhan dang bién sd xe bao gdm cac budc nhu sau:
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- Thu thap d@ liéu: thong qua video, camera hodc cac anh vé phuong tién giao
thong va gan nhan ddi tuwong.

- Chon mo hinh huén luyén YOLOVS

- Banh gia két qua.
3.2 Danh gia thuc nghiém qua m6 hinh YOLOvVS
Budc 1:

- Trong bai bdo nay chung toi st dung bo dix liéu bién sd xe Viét Nam tai [11].

- Gan nhan ddi twong chit-so trong bién sd xe theo sd 16p quy dinh tai [12].

Hinh 2. Qua trinh gén nhan chit - s6 bién s6 xe

Két qua: Sau khi c6 tap dit liéu, ta phan ra thanh 3 nhém (Huén luyén, Kiém
chiing, Thir nghiém) theo ti 1€ (80%, 15%, 5%). Vd: Ta c6 10,000 hinh anh da gan nhan,
thi ti 16 nhom sé 1a (8,000 — 1,500 — 500).

26



TAP CHI KHOA HOC VA CONG NGHE, Truong Pai hoc Khoa hoc, DH Hué
Tap 26, S5 1 (2024)

09

2PlateBaza361jpg 2xemay1926.jpg 2xemay1569.jpg 2xemay1886.jpg

2PlateBazad54.jpg 2PlateBaza353.jpg

2xemay1812.jpg 2PlateBaza501jpg 2xemay1822.jpg 2PlateBaza360.jpg 2xemay1883.jpg

Bl S5 w1 Rl
biGbAh]  ORiERL IBLUL
@ ©

2PlateBazadl.jpg 2xemay1021.jpg 2xemay1839.jpg 2xemay103.jpg 2xemay146.jpg

me U

-
; ke :
. -L—i /| 000 "Ll
2xemay2060.jpg 2xemay2144.jpg 2xemay2184.jpg 2xemay2397.jpg 2xemay2345.jpg 2xemay2392.jpg 2xemay870.jpg 2xemay859.jpg

Hinh 3. Tap dit liéu da duoc gan nhan
Budc 2: Huin luyén mé hinh véi YOLOvVS
model = YOLO("yolov8n.pt")
torch.multiprocessing.freeze_support()
results = model.train(data="ocr.yaml", epochs=300, batch=32, imgsz=640)
Budc 3: Danh gia hiéu suit ctia m6 hinh trén tap dir liéu ki€ém chitng
metrics = model.val()
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B cox Loss B Cass Loss
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Hinh 4. Két qua huan luyén bai toan phat hién bién s6 xe
: ~ L —

361/1000 4.566  ©.63e8  0.3677  0.9743 , : | 1326/1326 [06:12¢00:00 |18
Class Images Instances Box(P maPse-95): 100% ||| 104/104 [e0
all 6649 57371 8.976 0.858

GPU_mem box_loss cls_loss dfl_loss Instances
4.476  ©.6314  ©.3688  0.9755 ‘ 640: 100%| | 1326/1326 [06:22¢00:008
Class  Images Instances Box(P mapse-95) : 100%| [ 104/104 [ce
all 6649 57371 8.977 .97 8.858

Epoch GPU_mem box_loss cls_loss dfl_loss
363/1000 4.67G  0.6321  ©.3682  ©.9754 ' : 100%| | 1326/1326 [06:20¢<00:00

Class Images Instances Box(P mApse-95) : 100%| [ 104/104 [oe
all 6649 57371 8.977 5 0.858

Epoch GPU_mem box_loss cls_loss dfl_loss Instances
364/1000 4.486  ©.6303 .367 0.9756 462 : 100%| | 1326/1326 [06:25¢00:00
Class  Images Instances Box(P R mAP5e-95) : 100% || 104/104 [e0

all 6649 57371 0.977 0.978 0.858

Epoch GPU_mem box_loss cls_loss dfl_loss Instances
365/1000 4.56G 0.632  0.3683  0.9757 473 s: 92| | 1215/1326 [05:57<00:28

Hinh 5. K&t qua tham s ctia m6 hinh huén luyén
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Budc 5: Dy doan

results = model("bienso.jpg")

Confidence Threshold: 50%
0% [ ] 100%
Overlap Threshold: 50%
0% (o] 100%

Label Display Mode:

Draw Confidence ¥

{
"predictions": [
{

"x": 480,
Sy 7655,
"width": 104,
"height": 173,
"confidence": 0.893,
"class": "H",
"class_id": 17,
"detection_id": "6a782d8c-

%x*s 12625,

"y": 184,

"width": 99,
"height": 164,
"confidence": 0.864,
“class": "3",
"class_id": 3

,
8 objects detected “dotartinn id". "edEhOmRAY

Hinh 6. Két qua du doan phat hién bién sd xe

4. KET LUAN VA HUONG PHAT TRIEN

Muc tiéu chinh cua bai bdo la tng dung m6 hinh YOLOvVS cho bai todn nhan
dang bién s6 xe ¢ Viét Nam. Bai bdo tap trung vao viéc huan luyén mo6 hinh YOLOv8
dua vao tap dir liéu dau vao va gan nhan, huan luyén thoogn qua mot s6 tham gia sd
dau vao va danh gia két qua mo hinh thu dugc. Két qua dat duoc cua bai bao, voi div
liéu dau vao 5000 anh, d6i v6i nhitng hinh anh ré rang thuén loi thi viéc nhan dang
bién s xe dat dwgc dd chinh xac cao ttr 93%-95%. D€ nang cao hiéu qua, do chinh xac
cua md hinh hudn luyén, chiing toi sé tap trung vao viéc xay dung tap di liéu dau vao
cu thé ting cuong sy da dang bd dir liéu nhu da dang kich thudce bién s6, thay doi do
sang va xoay anh. Bén canh d¢, viéc xay dung mot hé thong hoan thién cho bai toan
nhan dang bién sd xe sé duoc chiing toi phat trién trong twong lai.
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THE APPLICATION OF YOLOvVS
FOR LICENSE PLATE RECOGNITION IN VIETNAM

Nguyen Quang Hung’, Tran Thi Phuong Chi
Faculty of Information Technology, University of Sciences, Hue University
*Email: nghung@husc.edu.vn
ABSTRACT

Convolutional Neural Networks - CNN models are widely applied in object
detection within computer vision. One significant application of object detection is
the recognition of license plates, which plays a crucial role in intelligent traffic
management and control. Although license plate recognition is not a new problem
and has been developed using traditional image processing methods and newer
deep learning techniques, balancing real-time image recognition speed with
accuracy remains challenging for traffic surveillance systems. In this paper, deep
learning techniques, specifically real-time object detection models like YOLOVS,

have been applied to the problem of license plate detection.

Keywords: CNN, Computer vision, YOLO, object detection.
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