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TÓM TẮT 

Ứng dụng của học tăng cường vào các giao thức định tuyến trong mạng MANET 

nhận được sự quan tâm của nhiều nhóm nghiên cứu trong thời gian gần đây. Đặc 

điểm chính của MANET là tính di động cao, dẫn đến tô-pô mạng thay đổi thường 

xuyên. Vì vậy, việc ứng dụng học tăng cường để tính toán bảng định tuyến tại mỗi 

nút sao cho hiệu quả nhất là một thách thức lớn. Bài báo này, chúng tôi đề xuất một 

thuật toán định tuyến sử dụng học tăng cường nhằm nâng cao hiệu năng mạng. 

Trong đó chúng tôi xây dựng hàm thưởng cho thuật toán Q-Learning có xem xét 

đến tải lưu lượng và chi phí khoảng cách đến nút đích để chọn tuyến đường ngắn 

nhất, tránh tắc nghẽn và giảm thiểu độ trễ. Kết quả mô phỏng cho thấy thuật toán 

đề xuất đã cải thiện được tỉ lệ gửi gói dữ liệu thành công, thông lượng mạng và độ 

trễ đầu-cuối so với thuật toán AODV. 

Từ khóa: AODV, giao thức định tuyến, hàng đợi, MANET, Q-Learning. 

 

1. MỞ ĐẦU 

MANET (Mobile Ad Hoc Network) [1] là mạng tùy biến di động, trong đó các 

nút mạng có thể di chuyển thay đổi vị trí theo thời gian, không phụ thuộc vào cơ sở hạ 

tầng cố định, trong vùng phát sóng các nút mạng vừa có vai trò gửi/nhận thông tin vừa 

có vai trò như là bộ định tuyến để chuyển tiếp thông tin đến nút đích (hình 1). Do những 

đặc tính này, nên MANET dễ dàng triển khai và ứng dụng trong nhiều lĩnh vực như: 

thành phố thông minh [2, 3], hệ thống giao thông thông minh [4], nông nghiệp thông 

minh [5], hệ sinh thái IoT [6, 7].  

MANET với đặc điểm là tính di động cao, tô-pô thay đổi liên tục do đó bảng định 

tuyến tại mỗi nút phải được cập nhật thường xuyên và luôn lựa chọn được tuyến đường 
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ổn định trong suốt quá trình truyền dữ liệu. Vì vậy, một giao thức định tuyến hiệu quả 

là rất cần thiết cho MANET.  

 

Hình 1. Mô hình mạng MANET 

Gần đây, nhiều nhóm nghiên cứu đã áp dụng phương pháp học tăng cường 

(Reinforcement Learning - RL) để cải thiện các thuật toán định tuyến MANET [8–12]. 

Trong nghiên cứu [8], các tác giả đã đưa ra thuật toán định tuyến cho mạng MANET 

nhằm tăng tuổi thọ của mạng dựa trên AODV (Ad hoc On-Demand Distance Vector) có 

tên là EQ-AODV (Energy Q-learning AODV). Thuật toán này sử dụng Q-Learning để 

xây dựng phần thưởng dựa trên hai giá trị là tốc độ tiêu hao năng lượng và năng lượng 

còn lại. Giá trị phần thưởng sẽ được dùng để lựa chọn nút kế tiếp tốt nhất trong quá 

trình khám phá tuyến. Kết quả mô phỏng cho thấy rằng giao thức EQ-AODV vượt trội 

so với các giao thức khác về tỷ lệ phân phối gói và mức tiêu thụ năng lượng. 

Trong nghiên cứu [9], các tác giả đã xây dựng thuật toán mới có tên là AQ-

Routing (Adaptive Routing) dựa trên học tăng cường cho MANET. Sử dụng độ đo về 

mức độ di động của nút (Mobility Factor) và số lần truyền dự kiến (Expected 

Transmission count) làm phần thưởng cho thuật toán Q-Learning. Kết quả mô phỏng 

cho thấy AQ-Routing đã cải thiện được thông lượng và chọn được tuyến đường ổn định 

hơn.  

Trong [10], các tác giả đã đưa ra một thuật toán định tuyến đảm bảo QoS sử dụng 

RL có tên là QGIR (QoS-guaranteed Intelligent Routing). Trong đó xác định độ đo xác 

suất phân phối gói (Packet Delivery Probability - PDP) từ nguồn đến đích là phần 

thưởng cho thuật toán Q-Learning để chọn đường đi sao cho tỷ lệ gửi gói tin là cao nhất. 

Đồng thời, hệ số tỷ lệ học tập được thay đổi linh hoạt theo ràng buộc của độ trễ đầu-

cuối. Tại mỗi nút có cơ chế tự học thông tin định tuyến theo từng chu kỳ cập nhật tải lưu 

lượng. Kết quả mô phỏng cho thấy thuật toán QGIR đã cải thiện đáng kể hiệu suất mạng 

với thuật toán định tuyến khác. 

Trong công trình [11], nhóm tác giả đã đưa ra thuật toán định tuyến sử dụng RL 

cho mạng MANET dựa trên AODV. Để cung cấp thông tin trạng thái mạng cho quá trình 
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khám phá tuyến đường, mỗi nút duy trì cơ sở dữ liệu thông tin trạng thái bao gồm hai 

giá trị là tải lưu lượng tối đa và năng lượng tiêu thụ của các nút. Mỗi nút sử dụng RL để 

cập nhật cơ sở dữ liệu về hai giá trị trên. Trong giai đoạn khám phá tuyến đường, nút 

nhận được gói RREQ sẽ chuyển tiếp nếu nó đủ năng lượng và ít tải lưu lượng. Các kết 

quả mô phỏng chứng minh rằng thuật toán được đề xuất đạt hiệu quả cao về mặt tiêu 

thụ năng lượng và chi phí mạng. 

Trong công trình [12], các tác giả đã xây dựng thuật toán định tuyến có tên là 

RLI-AODV (Reinforcement Learning-based Improved AODV) sử dụng RL cho mạng 

MANET-5G. Trong đó thiết kế phần thưởng cho thuật toán Q-Learning là hai độ đo: tải 

lưu lượng và tỉ lệ tín hiệu trên nhiễu (Signal to Noise Ratio - SNR) tại các nút trung gian 

dọc tuyến đường tới nút đích. Mỗi nút sử dụng RL để cập nhật cơ sở dữ liệu về hai độ 

đo trên, khi khám phá tuyến đường mới, thuật toán định tuyến tham khảo cơ sở dữ liệu 

này để tìm lộ trình đảm bảo QoS. Các kết quả mô phỏng cho thấy RLI-AODV đạt hiệu 

quả về mặt thông lượng, độ trễ đầu-cuối và SNR.  

Việc sử dụng RL cho định tuyến trong mạng MANET đã mang lại hiệu quả cao, 

thể hiện khả năng thích ứng với các mô hình mạng có tính di động cao và không thể 

đoán trước kịch bản. Tuy nhiên khi hình thành được các tuyến đường tối ưu thì nhiều 

nút sẽ ưu tiên lựa chọn tuyến đường này để gửi dữ liệu. Điều này dẫn đến sự khai thác 

tuyến đường tối ưu quá nhiều có thể gây ra tắc nghẽn, tiêu thụ năng lượng nhiều hơn, 

làm giảm hiệu suất mạng.Do đó, trong nghiên cứu này, chúng tôi sử dụng RL cho định 

tuyến MANET với những đóng góp mới như sau: 

(i) Đề xuất hàm thưởng cho thuật toán Q-Learning dựa trên hai giá trị là tải lưu 

lượng và chi phí khoảng cách tuyến đường từ nguồn tới đích trong MANET. 

(ii) Đề xuất thuật toán định tuyến thông minh sử dụng RL với tiêu chí chọn tuyến 

là ít chặng và ít tải lưu lượng. 

Các phần tiếp theo của bài báo được bố cục như sau: Phần 2 trình bày cơ bản về 

phương pháp học tăng cường, phần 3 trình bày thuật toán định tuyến đề xuất của chúng 

tôi. Phần 4 là một số kết quả đánh giá bằng mô phỏng trên NS2. Cuối cùng, phần 5 là 

kết luận và đề xuất các hướng nghiên cứu tiếp theo. 

 

2. CƠ BẢN VỀ HỌC TĂNG CƯỜNG 

Học tăng cường [13] là một lĩnh vực con của học máy, với nguyên lý cơ bản là hệ 

thống học từ các hành động trước đó của nó để chọn hành động tốt hơn trong tương lai. 

Bản chất của RL là thử và sai, nghĩa là lặp lại các thử nghiệm và học hỏi từ mỗi thử 

nghiệm. Hình 2 mô tả nguyên lý hoạt động của RL, trong đó một tác tử (agent) đóng vai 

trò là người học. Tại mỗi thời điểm t, tác tử này tương tác với môi trường bằng hành 
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động at. Với hành động này, môi trường chuyển từ trạng thái st thành trạng thái st+1, đồng 

thời tác tử nhận được một giá trị phản hồi (reward) rt. Ở các lần học tiếp theo, dựa trên 

các giá trị phản hồi thu được ở các lần học trước, tác tử lựa chọn hành động sao cho giá 

trị phản hồi thu được là tốt nhất. Tổng giá trị giá trị phản hồi nhận được khi thực hiện 

hành động at tại trạng thái st là Q(st, at), thường được xác định theo thuật toán Q-Learning 

như sau:    

𝑄(𝑠𝑡 , 𝑎𝑡) =  (1 − 𝛼)  𝑄(𝑠𝑡 , 𝑎𝑡) +  𝛼  [𝑅(𝑠𝑡 , 𝑎𝑡) + 𝛾  max
∀𝑎𝑡+1

𝑄(𝑠𝑡+1, 𝑎𝑡+1)] (1) 

Với α và 𝛾 là tỉ lệ học và hệ số chiết khấu, α và 𝛾 ∈ [0,1], 𝑅(𝑠𝑡 , 𝑎𝑡) là phần thưởng 

nhận được tức thì khi thực hiện hành động at tại trạng thái st.  

 

Hình 2. Minh họa nguyên lý của học tăng cường 

 

3. THUẬT TOÁN ĐỊNH TUYẾN ĐỀ XUẤT 

Trong phần này, trình bày thuật toán định tuyến được chúng tôi đề xuất cho 

MANET sử dụng RL. Trong đó xây dựng hàm thưởng cho thuật toán Q-Learning để 

chọn tuyến đường ngắn, tránh được các nút có hàng đợi đầy, hạn chế tỉ lệ rớt gói dữ liệu 

và giảm thiểu độ trễ đầu-cuối. 

3.1. Mô hình hệ thống 

Mô hình hệ thống của thuật toán đề xuất được minh họa trong hình 3, trong đó 

chúng tôi xem xét quá trình lựa chọn nút kế tiếp để truyền gói dữ liệu và cập nhật bảng 

định tuyến tại nút I. Trong trạng thái hiện tại, nút I có bốn láng giềng là S, J, N và M. 

Trong quá trình truyền dữ liệu, các nút đọc bảng định tuyến để lựa chọn nút kế tiếp, khi 

nút kế tiếp nhận được gói dữ liệu sẽ tạo gói phản hồi ACK, đính kèm thông tin phần 

thưởng vào rồi gửi cho nút gửi. Tại nút gửi khi nhận được gói phản hồi ACK sẽ tiến 

hành trích xuất các thông tin trên và dùng thuật toán Q-Learning để cập nhật bảng định 

tuyến.  
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Hình 3. Mô hình hệ thống của thuật toán đề xuất 

3.2. Cập nhật Q-value trong thuật toán đề xuất 

Sử dụng RL để định tuyến trong MANET, trong đó mỗi nút mạng đóng vai trò 

là tác tử sẽ tương tác với các nút láng giềng của nó để tìm hiểu đường đi tới nút đích. 

Tại mỗi thời điểm, nút tương tác với láng giềng và sẽ nhận được một giá trị phần thưởng. 

Giá trị phần thưởng của các hành động trước là cơ sở để nút lựa chọn hành động tiếp 

theo với mục tiêu dần dần thu được giá trị phần thưởng tốt nhất. Để thực hiện điều này, 

quá trình định tuyến được mô hình hóa như một bộ ba gồm {trạng thái, hành động, phần 

thưởng} [14]. Trong thuật toán đề xuất của chúng tôi, RL được dùng để thường xuyên 

cập nhật các độ đo định tuyến là tải lưu lượng và chi phí khoảng cách đến nút đích. Bộ 

ba {trạng thái, hành động, phần thưởng} được mô tả như sau: 

3.2.1. Trạng thái 

Mỗi trạng thái s được định nghĩa là một cặp {,  }, trong đó  = { 1, 2, 3, . . ., n 

} đại diện cho tập hợp tải lưu lượng các nút mạng. Mỗi phần tử  i ∈  đại diện cho tải 

lưu lượng tại nút I được xác định bởi số lượng gói dữ liệu trong hàng đợi tại nút đó.  = 

{ 1, 2, 3,…, n }, đại diện cho tập hợp giá trị chi phí khoảng cách đến nút đích. 

3.2.2. Hành động 

Mỗi hành động được xác định là một nút gửi gói dữ liệu tới nút kế tiếp để truyền 

tới đích và nhận được gói phản hồi ACK từ nút kế tiếp đó. Các nút trao đổi thông tin với 

nhau thông qua gói ACK này. Thông tin phản hồi bao gồm tải lưu lượng và giá trị chi 

phí khoảng cách đến nút đích. 

3.2.3. Phần thưởng 

Khi một nút I thực hiện hành động chọn nút kế tiếp J để gửi gói dữ liệu, nếu nút 

J nhận thành công gói dữ liệu sẽ gửi gói phản hồi ACK cho I. Trong gói phản hồi ACK 

này bao gồm phần thưởng là tải lưu lượng lớn nhất ký hiệu là R (i, j) và chi phí khoảng 

cách từ nút hiện tại tới nút đích ký hiệu là R (i, j).  
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Gọi 𝜌𝑚𝑎𝑥(𝑠, 𝑑) là tải lưu lượng lớn nhất qua các nút dọc tuyến đường từ nút 

nguồn S đến đích D (rs,d) và được xác định bởi: 

𝜌𝑚𝑎𝑥(𝑠, 𝑑) = max
∀𝑖∈ 𝑟𝑠,𝑑

(𝜌𝑖) (2) 

Trong đó 𝜌𝑖 là số lượng gói dữ liệu trong hàng đợi của nút I. 

Theo (2), giá trị phần thưởng tải lưu lượng 𝑅𝜌(𝑖, 𝑗) được xác định bởi:  

𝑅𝜌(𝑖, 𝑗) = max
∀𝑖∈𝑟𝑠,𝑑

(𝜌𝑗, 𝜌𝑚𝑎𝑥(𝑗, 𝑑)) (3) 

Và giá trị phần thưởng chi phí khoảng cách tới nút đích R (i, j) được tính: 

𝑅𝜅(𝑖, 𝑗) = {

+ 𝑟,                                   𝑛ế𝑢 𝐽 𝑙à 𝑛ú𝑡 đí𝑐ℎ

− 𝑟,            𝑛ế𝑢 𝐽 𝑐ℎỉ 𝑐ó 1 𝑙á𝑛𝑔 𝑔𝑖ề𝑛𝑔 𝑙à 𝐼
    0,                              𝑡𝑟ườ𝑛𝑔 ℎợ𝑝 𝑐ò𝑛 𝑙ạ𝑖

 (4) 

Trong đó r ∈ [1,100], với giá trị nhỏ này để giảm thiểu việc tăng kích thước gói 

ACK. Theo công thức tính thưởng trên, giá trị thưởng R (i, j) là lớn nhất (+r) nếu J là nút 

đích. Trường hợp J không phải là nút đích và chỉ có duy nhất một láng giềng là I (đây là 

trường hợp gặp hố định tuyến) thì giá trị thưởng (-r) ở đây được chọn mang tính “phạt” 

nút I cho hành động đã chọn nhầm nút J làm nút kế tiếp. Trường hợp còn lại, J là nút 

trung gian thì phần thưởng là 0. 

Trong thuật toán đề xuất của chúng tôi, tại mỗi nút sử dụng thuật toán Q-

Learning để thường xuyên cập nhật hai giá trị trên. Dựa trên công thức cơ bản của thuật 

toán Q-Learning, các Q-value của tuyến đường từ nút I đến nút đích D được cập nhật 

theo các công thức sau: 

𝑄𝜅(𝑖, 𝑗, 𝑑) =  (1 − 𝛼)  𝑄𝜅(𝑖, 𝑗, 𝑑) +  𝛼  [𝑅𝜅(𝑖, 𝑗) + 𝛾  max
∀𝑘∈𝐿𝑗

𝑄𝜅(𝑗, 𝑘, 𝑑)] (5) 

𝑄𝜌(𝑖, 𝑗, 𝑑) =  (1 − 𝛼)  𝑄𝜌(𝑖, 𝑗, 𝑑) +  𝛼  [𝑅𝜌(𝑖, 𝑗) + 𝛾  max
∀𝑘∈𝐿𝑗

𝑄𝜌(𝑗, 𝑘, 𝑑)] (6) 

Với 𝑄𝜅(𝑖, 𝑗, 𝑑) và 𝑄𝜌(𝑖, 𝑗, 𝑑) là Q-value cho chi phí khoảng cách đường đi và tải lưu 

lượng lớn nhất từ nút I đến nút đích D với J là nút kế tiếp (I → J → …→ D). 𝑅𝜌(𝑖, 𝑗) và 

𝑅𝜅(𝑖, 𝑗) xác định theo công thức (3) và (4). Lj là tập các nút láng giềng của nút J. 𝛼 và 𝛾 là 

tỉ lệ học và hệ số chiết khấu, 𝛼 và 𝛾 ∈ [0,1].  

3.3. Thuật toán đề xuất 

Tại mỗi nút, để lựa chọn nút kế tiếp gửi gói dữ liệu dựa vào hai độ đo định tuyến 

là tải lưu lượng và chi phí khoảng cách đến nút đích. Một láng giềng sẽ được chọn là nút 

kế tiếp nếu thõa mãn 2 điều kiện: chi phí khoảng cách đến nút đích là lớn nhất và tải lưu 

lượng tương ứng nhỏ hơn giá trị ngưỡng hàng đợi (Pth = 35). Để xác định giá trị ngưỡng 

hàng đợi này, chúng tôi thực hiện một số kịch bản mô phỏng với các giá trị ngưỡng khác 

nhau. Kết quả thu được cho thấy Pth = 35 cho hiệu suất tốt nhất phù hợp với các kịch bản 

mô phỏng. 
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Thuật toán 1 hiển thị mã giả của việc khám phá tuyến đường mới từ nút nguồn 

S đến nút đích D và cập nhật các giá trị Q-value. Dòng (2) đến dòng (9) thực hiện việc 

chọn nút kế tiếp tốt nhất J để gửi gói dữ liệu. Tiếp đến khi nút J nhận được gói dữ liệu 

thì tìm và lưu các Q-value vào gói phản hồi ACK, gửi cho nút I (dòng 10-14). Khi nút I 

nhận được gói phản hồi ACK của J, trích xuất các Q-value để cập nhật bảng định tuyến 

(dòng 15-18). 

Trong thuật toán 1, xác suất ε của hành động chọn nút kế tiếp theo phương pháp 

ε-greedy. Tỉ lệ học 𝛼, hệ số chiết khấu 𝛾 và ε được đặt cố định tương ứng là 0.8, 0.8 và 

0.9. 𝑄𝜅(𝑖, 𝑗, 𝑑) và 𝑄𝜌(𝑖, 𝑗, 𝑑) được tính theo công thức (5) và (6), sau đó cập nhật vào bảng 

định tuyến để phục vụ cho việc chọn nút kế tiếp tốt nhất các lần tiếp theo. 

Thuật toán 1. Thuật toán định tuyến đề xuất 

 
Input: Gói dữ liệu P; Nút hiện tại I; Tập các nút láng giềng của I 

Output: Nút kế tiếp J; Bảng định tuyến của I được cập nhật các Q-value 

1:  Begin  

2:  for (mỗi lần nút I truyền gói dữ liệu P đến đích D) do 

  // Tại nút I 

3:   if (random(1) < ε) then // đọc bảng định tuyến của I để tìm nút kế tiếp 

4:    if (argmax 𝑄𝜅(𝑖, 𝑗, 𝑑) and 𝑄𝜌(𝑖, 𝑗, 𝑑) < Pth) then 

5:     Chọn J là nút kế tiếp để gửi gói dữ liệu; 

6:    end if 

7:   else 

8:    Chọn ngẫu nhiên nút kế tiếp J để gửi gói dữ liệu; 

9:   end if 

10:   Gửi gói dữ liệu cho J; 

11:   if (J nhận được gói dữ liệu từ I) then 

   // Tại nút J 

12:    Tạo gói ACK để phản hồi cho I; 

13:  
  Tìm max 𝑄𝜅(𝑗, 𝑘, 𝑑) và 𝑄𝜌(𝑗, 𝑘, 𝑑) tương ứng của nút J, lưu vào trong gói 

ACK; 

14:    Gửi gói ACK cho I; 

15:    if (I nhận được gói ACK từ J) then 
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    // Tại nút I 

16:     Đọc 𝑄𝜅(𝑗, 𝑘, 𝑑) và 𝑄𝜌(𝑗, 𝑘, 𝑑) trong gói ACK; 

17:     Cập nhật giá trị 𝑄𝜅(𝑖, 𝑗, 𝑑) và 𝑄𝜌(𝑖, 𝑗, 𝑑) trong bảng định tuyến theo công 

thức    (5) và (6); 

18:    end if 

19:   end if 

20:  end for 

21:  End  

 

4. ĐÁNH GIÁ KẾT QUẢ BẰNG MÔ PHỎNG 

Để đánh giá hiệu quả của thuật toán đề xuất, sử dụng phương pháp mô phỏng, 

với hệ mô phỏng NS2 phiên bản 2.35 [15]. Thuật toán đề xuất được so sánh với thuật 

toán định tuyến cơ bản của MANET là AODV về tỉ lệ gửi gói dữ liệu thành công (PDR: 

Packet Delivery Ratio), thông lượng mạng (Throughput) và thời gian trễ đầu-cuối (EED: 

End-to-End Delay). Với các thông số mô phỏng được trình bày như trong bảng 1. 

Bài báo sử dụng công cụ ./setdest của NS2 để tạo ra các nút mạng có vị trí ban đầu 

và di chuyển ngẫu nhiên theo mô hình Random Waypoint. Sử dụng công cụ cbrgen của 

NS2 để tạo 20 cặp kết nối trao đổi dữ liệu với giao thức truyền tin là UDP. Các mô phỏng 

được thực hiện trong thời gian 600 s đủ lớn để các nút gửi/nhận số gói tin đáng kể và 

các nút di chuyển được nhiều vị trí. Các kịch bản mô phỏng được chạy với số lần là 10 

và các kết quả số liệu trong bài báo này là giá trị trung bình của 10 lần chạy. 

Bảng 1. Tham số thiết lập mô phỏng 

Thông số Giá trị 

Giao thức định tuyến AODV, Proposed Algorithm 

Phạm vi 1000 m x 1000 m 

Giao thức MAC 802.11 

Số nút mạng 30, 40, 50, 60 

Mô hình di động Random Waypoint 

Vùng thu phát sóng 250 m 

Thời gian mô phỏng 600 s 

Tốc độ di chuyển 5-30 m/s 
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Loại lưu lượng CBR 

Giao thức truyền tin UDP 

Kích thước gói tin 512 bytes 

Độ dài hàng đợi tối đa 50 gói 

Ngưỡng hàng đợi (Pth) 35 gói 

4.1. Tỉ lệ gửi gói dữ liệu thành công (PDR)  

Hình 4 (a) thể hiện tỉ lệ gửi gói dữ liệu thành công với tốc độ di chuyển trung 

bình của các nút từ 5-30 m/s trong trường hợp mạng có 60 nút, PDR trung bình của thuật 

toán đề xuất là 84,496% của AODV là 71,538%. Trong trường hợp, tăng số nút mạng từ 

30 lên 40, 50, 60 (hình 4 (b)) các nút di chuyển với tốc độ trung bình 20 m/s, thuật toán 

đề xuất cũng cho kết quả PDR cao hơn so với AODV trung bình là 10,468%. Như vậy tỉ 

lệ gửi gói dữ liệu thành công thì thuật toán đề xuất luôn cho kết quả tốt hơn so với thuật 

toán AODV. Kết quả tốt này là do thuật toán đề xuất có cơ chế chọn nút kế tiếp có số gói 

dữ liệu trong hàng đợi nhỏ hơn ngưỡng hàng đợi Pth dẫn đến tuyến đường tránh được 

các nút có hàng đợi đầy, giảm thiểu số gói dữ liệu bị rơi và giảm được tình trạng tắc 

nghẽn.  

  

(a) (b) 

Hình 4. So sánh tỉ lệ gửi gói dữ liệu thành công trong các trường hợp (a) tốc độ di chuyển khác 

nhau và (b) số nút mạng khác nhau 
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4.2. Thông lượng  

  

(a) (b) 

Hình 5. So sánh thông lượng với các tốc độ di chuyển khác nhau (a) 50 nút và (b) 60 nút 

Hình 5 thể hiện thông lượng trung bình của 2 thuật toán trong kịch bản mô phỏng 

với tốc độ di chuyển trung bình của các nút từ 5-30 m/s. Thuật toán đề xuất luôn cho 

thông lượng trung bình cao hơn so với AODV. Với số nút mạng là 50 (hình 5 (a)), thuật 

toán đề xuất có thông lượng trung bình là 184,851 Kbps cao hơn so với AODV là 157,875 

Kbps. Khi tăng số nút mạng lên 60 (hình 5 (b)), thuật toán đề xuất có thông lượng trung 

bình cao hơn AODV là 27,688 Kbps. 

4.3. Độ trễ trung bình đầu-cuối (EED) 

  

(a) (b) 

Hình 6. So sánh độ trễ trung bình đầu-cuối trong các trường hợp (a) tốc độ di chuyển khác nhau 

và (b) số nút mạng khác nhau 

Cuối cùng, chúng tôi phân tích thời gian trễ trung bình đầu-cuối của 2 giao thức. 

Xét trường hợp mạng có 40 nút, di chuyển với tốc độ trung bình từ 5-30 m/s (hình 6 (a)) 

cho thấy EED trung bình của thuật toán đề xuất là thấp hơn với mức 252,669 ms so với 

AODV là 345,16 ms. Ở hình 6 (b), khi tăng số nút mạng từ 30 lên 40, 50, 60 với tốc độ di 

chuyển của các nút là 30 m/s thì EED của thuật toán đề xuất thấp hơn trung bình 197,305 

ms so với AODV. Như vậy EED của thuật toán đề xuất tốt hơn so với AODV. Điều này 

do thuật toán đề xuất thích ứng nhanh với sự kiện mất liên kết của tuyến đường, khi 

phát hiện sự kiện ngay lập tức chọn được nút kế tiếp thay thế, không cần phải chờ khám 
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phá lại tuyến đường như AODV. Mặt khác thuật toán đề xuất xem xét tải lưu lượng ở 

các nút trung gian trong quá trình chọn tuyến đường, do đó làm giảm thời gian chờ tại 

hàng đợi của các nút này, dẫn đến giảm EED. 

 

5. KẾT LUẬN 

Ứng dụng học tăng cường cho định tuyến mạng tùy biến di động đã thu hút 

được nhiều nhóm nghiên cứu trong thời gian gần đây. Các phương pháp RL khác nhau 

có thể được áp dụng một cách hiệu quả để cải thiện các giao thức định tuyến cho 

MANET. Trong bài báo này, chúng tôi đã đề xuất thuật toán định tuyến dựa trên RL cho 

MANET. Với ý tưởng là sử dụng Q-value trong công thức cơ bản của RL để lưu trữ tải 

lưu lượng và chi phí khoảng cách đến nút đích, được dùng cho mục đích lựa chọn tuyến 

đường. Kết quả mô phỏng cho thấy thuật toán đề xuất đạt hiệu suất cao hơn về mặt tỉ lệ 

gửi gói dữ liệu thành công, thông lượng mạng và độ trễ đầu-cuối so với thuật toán 

AODV.  

Trong thời gian tới, chúng tôi tiếp tục nghiên cứu ứng dụng học tăng cường cho 

định tuyến MANET, kết hợp các tham số định tuyến phù hợp để làm phần thưởng cho 

việc học. 
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ABSTRACT 

Several research groups have recently interested in applying reinforcement learning 

to MANET routing systems. High mobility is an attribute of MANETs, which 

frequently results in changes to the network topology. It is therefore highly 

challenging to apply reinforcement learning to figure out the routing table at each 

node in the most efficient way. In this paper, we proposed a reinforcement learning-

based routing algorithm to enhance network performance. Specifically, we built a 

reward function for the Q-Learning algorithm, which takes traffic load and the 

distance to the destination node into account to select the shortest route, prevent 

congestion, and minimize delay. Comparing the proposed approach to the AODV 

algorithm, simulation results demonstrate improvements in data packet delivery 

rates, network throughput, and end-to-end delay. 

Keywords: AODV, routing protocol, queue, MANET, Q-Learning. 
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